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Green’s functions for a source in a mixing layer:
direct waves, refracted arrival waves and

instability waves
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Green’s functions for a source embedded in an isothermal transversely sheared mixing
layer are compared with direct numerical simulation (DNS) at various frequencies.
Based on the third-order convective wave equation (Lilley 1974), three types of wave
responses are analysed. For direct waves, a vortex sheet is used in the low-frequency
limit, while in the high-frequency limit the procedure derived by Goldstein (1982)
is re-visited. For refracted arrival waves propagating in the zone of silence, the
vortex sheet model derived by Friedland & Pierce (1969) is re-visited in the low-
frequency limit, while in the high-frequency limit the finite thickness model derived
by Suzuki & Lele (2002) is applied. Instability waves excited by a very low-frequency
source are formulated in the linear regime using the normal mode decomposition:
eigen-functions are normalized using the adjoint convective wave equation, and the
receptivity of instability waves is predicted. These theoretical predictions are compared
with numerical simulations in two dimensions: DNS are performed based on the full
Navier–Stokes equations (the free-stream Mach number is M1 = 0.8, and the ratios
of the acoustic wavelength to the vorticity thickness λ/δV are 4.0, 1.0 and 0.25). The
DNS results agree fairly well with the high-frequency limit in all three cases for
direct waves, although the lowest-frequency case (λ/δV = 4.0) indicates some features
predicted in the low-frequency limit. For refracted arrival waves, the DNS data follow
the low- and high-frequency limits to a reasonable degree of accuracy in all cases.
Moreover, by setting λ/δV = 16.0, instability waves are simulated, and a comparison
with the theoretical prediction shows that the instability wave response is predicted
well when a mixing-layer Reynolds number is high (Re = 105). They also reveal that
the receptivity is fairly sensitive to the Reynolds number and the source position
within the mixing layer.

1. Introduction
In many aerodynamic flows, disturbances generated in a shear layer, such as in-

stability waves, eddies, turbulence, etc. become potentially important noise sources
(Lighthill 1952); thus, it is crucial to predict their sound radiation patterns in the
far field. In general, the acoustic fields associated with a source embedded in trans-
versely sheared flows are solved using the third-order convective wave equation with
prescribed source terms. This wave equation, the so-called Lilley’s equation (Lilley
1974; the original wave operator was derived by Pridmore-Brown 1958), can account
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Figure 1. Schematic of a two-dimensional mixing layer. Typical ray trajectories of acoustic waves
radiating from a point source are drawn. Vorticity contours associated with instability waves are
overlapped.

for the refraction effect due to shear flows over the whole frequency range; hence,
studies based on this equation are applicable to various aero-acoustic problems,
such as jet noise, duct acoustics, sound from a turbulent boundary layer, etc. To
develop a physical understanding of such acoustic problems, it is useful to formulate
fundamental solutions which take into account refraction in a shear layer, namely
Green’s functions for the third-order convective wave equation. Green’s functions for
a source in a mixing layer are derived in this paper, and those in a boundary layer in
Part 2 (Suzuki & Lele 2003), and these formulas are validated by using computational
aero-acoustics (CAA).

When an acoustic source is embedded in a transversely sheared mixing layer,
the emitted sound waves are refracted, and their radiation patterns are observed to
be highly directional: adjacent to the directions of the peaked amplitude, there exist
regions in which the sound level is fairly low, referred to as the zone of silence. As seen
in figure 1, outside the zone of silence, acoustic waves can directly propagate and their
wave fronts become circular. They are called ‘direct waves’. By contrast, in the zone of
silence, rays become very sparse and almost parallel. They are referred to as ‘refracted
arrival waves’. Waves of these two types determine the sound radiation pattern from
a subsonic mixing layer. In addition to these sound waves, very low-frequency sources
can excite ‘instability waves’, which grow exponentially with the downstream distance
and could become secondary sound sources. For example, when the relative velocity
of the instability wave disturbances is supersonic, they create Mach waves causing
large sound in the zone of silence (Tam & Burton 1984). In this paper, three types
of waves – direct waves, refracted arrival waves and instability waves – generated by a
time-harmonic point source embedded in an isothermal transversely sheared mixing
layer are investigated.
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In previous studies, several asymptotic solutions for direct waves have been derived.
In the application to jet noise, Mani (1976a, b) found analytical solutions for a point
source embedded in a uniform jet. For more practical cases, particularly in the low-
frequency limit, Goldstein (1975, 1976) and Balsa (1976) developed Green’s functions
for an axisymmetric transversely sheared flow. For a two-dimensional transversely
sheared mixing layer, Goldstein (1978) studied the gust solutions, and this approach
can be readily extended to sound waves. In these studies, the asymptotic solutions are
obtained based on the third-order convective wave equation, and they are equivalent
to the vortex sheet approximation. Approaches of this type are summarized by
Beckemeyer (1974). In this paper, the low-frequency Green’s functions for an arbitrary
velocity profile of a transversely sheared flow are re-derived. These formulas are used
to derive the low-frequency refracted arrival waves in the zone of silence. Moreover,
the formula derived here can be readily extended for a moving source by simply
changing the frame of reference.

Likewise, solutions to the high-frequency limit of direct waves have been studied
by a number of researchers (Tester & Morfey 1976; Balsa 1976, 1977; Goldstein
1982; Durbin 1983a, b, and others). In particular, Goldstein (1982) explicitly derived
Green’s function in a two- and three-dimensional transversely sheared mixing layer
by following the method developed by Avila & Keller (1963). In Goldstein’s study, the
convective wave equation is asymptotically solved using the stationary phase method
in the far field. This derivation is reviewed in this paper. The acoustic fields of the low-
and high-frequency asymptotic solutions show similar radiation patterns in the far
field except near the zone of silence. However, the frequency range over which the
low- or high-frequency limit remains accurate is still in question.

Another region in which the previous theories cannot adequately predict the sound
level is the zone of silence. According to some previous studies, such as Tester &
Morfey (1976), Balsa (1976), and Goldstein (1982), waves propagating in the zone
of silence initially start as evanescent waves near the source. The amplitude is then
exponentially damped before they penetrate the mixing layer. Consequently, the sound
levels in the zone of silence are expected to be much smaller than the region in which
direct rays are propagating. However, considerable sound levels have been measured
in the zone of silence by experimental studies (Atvars, Schubert & Ribner 1965; Lush
1971; Tanna 1977). In fact, the computational results in the present study show that
relatively strong plane waves are propagating in this region: instead of the primary
waves being sufficiently suppressed in the mixing layer, plane waves leaking from the
opposite side of the mixing layer become dominant in the zone of silence.

Plane waves of this type have been investigated in classical acoustic problems.
They are sometimes called by different names: lateral waves (Landau & Lifshitz
1987), head waves (Keller & Lewis 1995), refracted arrival waves (Friedland & Pierce
1969; Howe 1970), and they are classified as diffracted waves. The approaches taken
by these previous studies can be applied to refracted arrival waves at low frequencies
in the current problem. These approaches can be categorized into two types: interface
matching (Keller & Lewis 1995) and contour integral (Landau & Lifshitz 1987;
Friedland & Pierce 1969; Howe 1970), leading to an identical result. In particular,
Friedland & Pierce (1969) explicitly formulated refracted arrival waves for a line-
source in a two-dimensional impinging jet using contour integrals. Howe (1970) also
studied a similar case for a point source. However, the expressions are limited to
the source located in the free stream. In this paper, the formulas of refracted arrival
waves are extended for a source located at an arbitrary position inside the mixing
layer using interface matching.
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Although the formula obtained here gives the general plane wave form, the deriva-
tion follows the vortex sheet model, which is only valid when the acoustic wavelength
is much longer than the vorticity thickness. In fact, the computational results in the
current study demonstrate that at high frequencies the pressure amplitude becomes
several times higher than the prediction based on the low-frequency limit. In a recent
work, Suzuki & Lele (2002) showed that refracted arrival waves appear even at high
frequencies and developed a formula for these waves based on geometrical acoustics.
This theoretical study found that the far-field pressure amplitude is proportional to
ω−1/2α−1x−3/2 in the high-frequency limit, as opposed to (ωx)−3/2 in the low-frequency
limit (where α is a parameter determined by the velocity profile and x denotes the
distance from the source in the flow direction). The results of the current numerical
study validate this theory.

The time-harmonic forced response of the mixing layer also contains instability
waves. As the source frequency decreases, the wavenumber of the discrete solution
crosses into the linearly unstable range. These waves are exponentially decaying in
the vertical direction; hence, they do not propagate as sound in the far field. But,
they are still solutions to the third-order convective wave equation in a compressible
mixing layer. Several studies have investigated the receptivity of instability waves
(Tam 1978; Balsa 1988, 1989). However, these studies assumed a piecewise smooth
velocity profile and solved matching conditions at the interfaces. This paper describes
a method to predict instability waves excited by a time-harmonic point source in an
arbitrary velocity profile, which can be readily extended to sources of other types.
This method is analogous to the one introduced in Part 2 (Suzuki & Lele 2003)
to analyse channelled waves in a boundary layer, referred to as the normal mode
decomposition (Ahluwalia & Keller 1977). Here, the acoustic field is expanded in a
series of normal modes (eigenfunctions), and only the mode corresponding to the
instability waves is extracted. To normalize the eigenfunction, the adjoint operator of
the transformed convective wave equation and the corresponding ‘inner product’ are
defined, which constitute the Hilbert space in this problem. This method is analogous
to the viscous theory developed by Salwen & Grosch (1981) and modified to include
the compressible inviscid theory for the current problem.

Thus, the objective of this study is to investigate Green’s functions for a source
embedded in a mixing layer over a wide frequency range. Here, Green’s functions
include direct waves and refracted arrival waves in both low- and high-frequency limits
as well as instability waves. The flow is assumed to be an isothermal transversely
sheared mixing layer. To investigate the intermediate frequency range, numerical
simulations are performed in two dimensions: the full Navier–Stokes equations are
solved by direct numerical simulation (DNS), and the numerical results are compared
with the theoretical predictions. In these simulations, the free-stream Mach number
is set to be M1 = 0.8, and the ratios of the acoustic wavelength to the vorticity
thickness are selected as λ/δV = 4.0, 1.0, and 0.25 to investigate direct waves and
refracted arrival waves. The computed pressure fields generated by a monopole-type
source show that the λ/δV = 0.25 and 1.0 cases agree well with the high-frequency
asymptote for direct waves. Even the λ/δV = 4.0 case is rather similar to the high-
frequency limit, but it indicates some features predicted in the low-frequency limit. A
comparison of refracted arrival waves shows that the DNS result at each frequency
follows the corresponding frequency limit with a reasonable degree of accuracy: the
λ/δV = 0.25 case approaches the high-frequency limit, while the λ/δV = 4.0 case is
closer to the low-frequency limit. The series of DNS results also demonstrates that
the relative strength of refracted arrival waves increases as the frequency becomes
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higher. Note that their amplitude falls off as x−3/2 toward downstream direction in
two dimensions and x−2 in three dimensions, which are one order faster than those of
direct waves, but the amplitude is maintained in the ray direction because these waves
are general plane waves (in a two-dimensional sense). To investigate the receptivity
of instability waves, a still lower frequency source (λ/δV = 16.0) is simulated. The
comparison between the theory and the DNS results shows good agreement when the
Reynolds number is high (Re = 105). However, since the eigenmode of the adjoint
wave equation has a very sharp peak, the inviscid theory is inadequate at the lower
Reynolds number (Re = 2.5 × 103). The results also reveal that the receptivity of
instability waves is fairly sensitive to the source position within the mixing layer in
the inviscid theory.

The outline of this paper is as follows. After the introduction, Green’s functions
for a source in a mixing layer are formulated in § 2: both low- and high-frequency
asymptotes of direct waves and refracted arrival waves are derived; also, the method
to predict instability waves is described. In § 3, the procedures of the numerical
simulations are described. In § 4, the theoretical predictions and the numerical results
are compared and discussed. In the last section, conclusions are presented.

2. Derivation of Green’s functions
When the acoustic wavelength is much longer than the length scale over which

the medium varies (the vorticity thickness of the mixing layer in this case), one can
assume a low-frequency limit. To be precise, one should call it a ‘long wavelength
limit’ but in this paper only the term ‘low-frequency limit’ (or ‘high-frequency limit’
for the opposite limit) is used according to the general convention. In this section, the
low- and high-frequency limits of direct waves and refracted arrival waves are derived.
These formulas revisit or extend previous studies. In addition to these two types of
sound waves, a method to predict instability waves excited by a time-harmonic point
source is successfully developed. This method is applicable to any frequency range
and an arbitrary velocity profile. Using this method, the receptivity of instability
waves can be simply calculated as a function of the source position.

2.1. Low-frequency Green’s function for direct waves

One can start with the linearized homogeneous third-order convective wave equation
(for its derivation, refer to Pridmore-Brown 1958 or Lilley 1974):

D

Dt

[
D2Π

Dt2
− ∂

∂xj

(
a2 ∂Π

∂xj

)]
+ 2

∂uk

∂xj

∂

∂xk

(
a2 ∂Π

∂xj

)
= 0, (2.1)

where D/Dt ≡ ∂/∂t + uj∂/∂xj and Π ≡ γ−1 log(p/p∞) (γ denotes the specific heat
ratio and p∞ the ambient pressure). The following characteristic scales are used to
non-dimensionalize the equations: the speed of sound a∞ is taken to be the velocity
scale, and the ambient acoustic wavelength λ to be the length scale; hence, the time
scale is normalized by λ/a∞. Note that the angular frequency should be replaced by
2π, but the symbol ω is retained in this paper for convenience. In the low-frequency
limit, a characteristic length of the mixing layer ε, which is non-dimensionalized by
the acoustic wavelength, is much smaller than unity. A precise definition of ε is given
later, but its order is equivalent to that of the vorticity thickness. All quantities are
non-dimensionalized based on these scales, unless otherwise noted.

Assume that the mean velocity is only vertically sheared in two dimensions, namely
M(y) (M denotes the Mach number in a non-dimensional form). Here, the x coordi-
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Figure 2. Coordinate system of a two-dimensional mixing layer.

nate is taken to be the mean flow direction, y to be the vertical direction, and z to
be the spanwise direction (see figure 2). Moreover, assume that the mean temperature
variation is negligible. Recall that when the free-stream temperatures are equal on
both sides, the Crocco–Busemann relation gives the maximum temperature variation
as 1

2
(γ − 1)M2(1 −M2) in a mixing layer (which is less than 13% if M < 1.2 for

γ = 1.4). After taking a Fourier transform of (2.1) in time and the flow direction x, it
yields

∂2Π̂

∂y2
+

2kdM/dy

ω − kM
∂Π̂

∂y
+ [(ω − kM)2 − k2]Π̂ = 0, (2.2)

where

Π̂(ω, k, y) =
1

(2π)2

∫ ∞
−∞

∫ ∞
−∞
Π(t, x, y) eiωte−ikxdt dx. (2.3)

Now, consider Green’s function for the transformed convective wave operator (2.2),
i.e. solve the following equation:

∂2Ĝ(1)

∂y2
− 2

n̄′

n̄

∂Ĝ(1)

∂y
+ ω2(n̄2 − k̄2)Ĝ(1) = δ(y − η), (2.4)

where n̄(y) ≡ 1 − k̄M(y), which corresponds to an ‘index of refraction’, and k̄ is the
normalized wavenumber in the x-direction. They are defined by n = ωn̄ and k = ωk̄,
respectively. In addition, η denotes the source position, and the subscript (1) denotes
the dimension. Here, one-dimension (1) refers to the solution in the (ω, k) domain or
for plane waves. To estimate the order of each term in (2.4), define ε to be several
times larger than the vorticity thickness so that it satisfies∣∣∣∣ M(+∞)−M(ε)

M(+∞)−M(−∞)

∣∣∣∣� 1 and

∣∣∣∣ M(−ε)−M(−∞)

M(+∞)−M(−∞)

∣∣∣∣� 1.

Yet ε is much smaller than the acoustic wavelength, namely ε� 1 (see figure 2).
To obtain the low-frequency asymptotic Green’s function, solutions in the inner

and outer regions are solved separately and are matched at y = ±ε. The asymptotic
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matching described in Appendix A provides the following solution for plane waves:

Ĝ
DR,low

(1) (y) =

exp

[
i

(
∓ω
√
n̄2
J − k̄2y − π

2

)]

ωn̄2
η


√
n̄2

2 − k̄2

n̄2
2

+

√
n̄2

1 − k̄2

n̄2
1


,

{
y 6 −ε : J = 1
y > ε : J = 2.

(2.5)

Here, the superscripts ‘DR’ and ‘low’ represent the solution for direct waves and
the low-frequency limit, respectively. The subscript J = 1 denotes the lower side,
J = 2 the upper side, and n̄η ≡ n̄(y = η). If y 6 −ε, the minus sign is taken inside
the exponential, while for y > +ε the plus sign is taken. This notation is applied
throughout this paper. At the leading order, the amplitudes on both sides are the
same and the solution only depends on the velocity at the source position via n̄η in the
far field. Note that the expression (2.5) remains valid even when the wave becomes
evanescent.

Next, derive Green’s function for a line source (two dimensions), namely the solution
to the following equation:

D

Dt

[
D2G

Dt2
− ∂

∂xj

(
a2 ∂G

∂xj

)]
+ 2

∂uk

∂xj

∂

∂xk

(
a2 ∂G

∂xj

)
=

D

Dt
[e−iωtδ(x)δ(y − η)]. (2.6)

Setting the source term as shown above, the limit of M → 0 yields the solution
to the regular monopole which one would naturally expect rather than just setting
e−iωtδ(x)δ(y− η). Now, the two-dimensional solution can be derived by simply taking
an inverse Fourier transform of (2.5),

Ĝ(2)(x, y | ω, 0, η) =
1

2πi

∫ ∞
−∞

exp

[
iω

(
k̄xx∓

√
n̄2
J − k̄2

xy

)]

n̄2
η


√
n̄2

2 − k̄2
x

n̄2
2

+

√
n̄2

1 − k̄2
x

n̄2
1


dk̄x. (2.7)

Here, the arguments of Ĝ before the vertical bar denote the observer position, and
the ones after denote the source frequency and the source position. This is the low-
frequency Green’s function in two dimensions where a delta function is located at
(0, η), and the expression is valid in both near and far fields.

In studies of noise radiation, the far-field representation is of general interest. In
such a case, an asymptotic solution of (2.7) can be derived in an explicit form. Define
x ≡ r cosφ and y ≡ r sinφ (r � 1), and use the stationary phase method. On the lower

side (J = 1), the phase part can be expressed by ϕ(k̄x) = k̄x cosφ −
√
n̄2

1 − k̄2
x sinφ,

and its first derivative becomes zero when

k̄?x =
1

1−M2
1

−M1 +
cosφ√

1−M2
1 sin2φ

 , (2.8)

which is usually referred to as a stationary point, represented by the superscript ?.
Note that in supersonic flows (M1 > 1), (2.8) is valid only where φ < arcsin(1/M1),
namely within a Mach cone. Since the second derivative of the phase part becomes

ϕ′′(k̄?x) = −(1−M2
1 sin2 φ)

3/2
/ sin2 φ (< 0), the asymptotic far-field solution on the
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lower side yields

Ĝ
DR,low
(2) (r, φ | ω, 0, η)

≈ | sinφ|√
2πωr(1−M2

1 sin2 φ)
3/4

exp

i

−M1 cosφ+

√
1−M2

1 sin2 φ

1−M2
1

ωr − 3
4
π


(n̄?η)

2


√

(n̄?2)2 − (k̄?x)
2

(n̄?2)2
+

√
(n̄?1)2 − (k̄?x)

2

(n̄?1)2


(y < 0 and r →∞), (2.9)

where the superscript ? denotes a quantity evaluated at k̄x = k̄?x. The expression
corresponding to (2.9) on the upper side (J = 2) can be obtained by just swapping the
subscripts 1 and 2. Notice that the amplitude becomes peaked near (n̄?J)

2 − (k̄?x)
2 = 0

(J = 1, 2), which is different from the peak in the high-frequency limit (refer to
Appendix B for a discussion of the peak angles and see (2.18) later for the high-
frequency limit). In the low-frequency limit, direct waves can even propagate beyond
the peak angles in theory; however, refracted arrival waves become dominant in
these regions in reality. Later, (2.9) will be used to derive the expression for the
low-frequency refracted arrival waves.

The three-dimensional solution for a point source can be derived in the same
manner. Only the results are shown here. The general expression is

Ĝ
DR,low
(3) (x, y, z |ω, 0, η, 0) =

ω

(2π)2i

∫∫ ∞
−∞

exp

[
iω

(
k̄xx∓

√
n̄2
J− k̄2

x − k̄2
z y+ k̄zz

)]

n̄2
η


√
n̄2

2− k̄2
x− k̄2

z

n̄2
2

+

√
n̄2

1− k̄2
x− k̄2

z

n̄2
1


d k̄x d k̄z .

(2.10)
Defining x ≡ r sin θ cosφ, y ≡ r sin θ sinφ, and z ≡ r cos θ, the stationary point
becomes

k̄?x =
1

1−M2
J

−MJ +
sin θ cosφ√

1−M2
J (cos2 θ + sin2 θ sin2 φ)

 , (2.11)

k̄?z =
cos θ√

1−M2
J (cos2 θ + sin2 θ sin2 φ)

. (2.12)

Thus, the far-field solution yields

Ĝ
DR,low
(3) (r, θ, φ | ω, 0, η, 0) ≈ −1

2πr

sin θ| sinφ|
1−M2

J (cos2 θ + sin2 θ sin2 φ)

×
exp

i
−MJ sin θ cosφ+

√
1−M2

J (cos2 θ + sin2 θ sin2 φ)

1−M2
J

ωr


(n̄?η)

2


√

(n̄?2)2 − (k̄?x)
2 − (k̄?z )

2

(n̄?2)2
+

√
(n̄?1)2 − (k̄?x)

2 − (k̄?z )
2

(n̄?1)2


. (2.13)

This completes the derivation of the low-frequency Green’s functions for direct waves
in a mixing layer with an arbitrary velocity profile.
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2.2. High-frequency Green’s function for direct waves

One can apply a similar procedure to derive Green’s function in the high-
frequency limit. Start with (2.4), and convert its dependent variable by defining
Ĝ•(1) ≡ Ĝ(1)/(1− k̄M(y)); consequently, (2.4) can be rewritten as

∂2Ĝ•(1)

∂y2
+ ω2

[
n̄2 − k̄2 − n̄

ω2

∂2

∂y2

(
1

n̄

)]
Ĝ•(1) =

δ(y − η)

n̄
. (2.14)

Notice that the second derivative term (n̄/ω2)(∂2/∂y2)(1/n̄) is negligible at high-
frequencies. Note also that since ω is equal to 2π in this paper, n̄/ω2 does not become
small, but (∂2/∂y2)(1/n̄) does. Following the procedure derived by Avila & Keller
(1963) (see Appendix C), the solution to (2.14) yields

Ĝ
DR,high
(1) (y) =

n̄2 exp

[
iω

∫ y

η

√
n̄(y′)2 − k̄2 dy′

]
i2ωn̄η(n̄2

η − k̄2)1/4(n̄2
2 − k̄2)1/4

. (2.15)

Here again, the superscript ‘high’ represents the high-frequency limit. Unlike the low-
frequency limit, the amplitude on each side is independent of the velocity profile on
the other side. One can easily deduce this result from the fact that reflected waves are
negligible in the high-frequency limit.

On taking an inverse Fourier transform to obtain a line source solution, the

phase part becomes ϕ(k̄x) = (k̄xx+
∫ y
η

√
n̄(y′)2 − k̄2

x dy′)/r, from which the stationary

point ϕ′(k̄x) = 0 cannot be explicitly solved. However, when the distance between
the mixing layer and the observer point is much larger than the vorticity thick-
ness (r � ε) as well as the wavelength (r � 1), the phase part can be evaluated
as follows:

ϕ(k̄x) =
1

r

[
k̄xx+

∫ y

0

√
n̄2(y)− k̄2

x dy′ −
∫ y

0

(√
n̄2(y)− k̄2

x −
√
n̄2(y′)− k̄2

x

)
dy′

−
∫ η

0

√
n̄2(y′)− k̄2

x dy′
]

= k̄x cosφ+

√
n̄(y)2 − k̄2

x sinφ+ O(ε/r). (2.16)

Here, notice that the term
√
n̄2(y)− k̄2

x −
√
n̄2(y′)− k̄2

x becomes non-zero only in

0 < y < ε. Thus, the stationary point can be approximated by the same expression as
derived in the low-frequency limit,

k̄x =
1

1−M2
J

−MJ +
cosφ√

1−M2
Jsin

2φ

+ O(ε/r) ≡ k̄?x + δk̄x. (2.17)

While (2.17) can be substituted to evaluate the amplitude part, it cannot be used for
the phase part. In the phase part the error becomes of the order of ωr×O(ε/r) = O(ε),
which is much greater than unity in the high-frequency limit. Consequently, using the
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stationary phase method, the result can be expressed as

Ĝ
DR,high
(2) (r, φ | ω, 0, η)

≈ 1

2
√

2πωr

√
sinφ

(√
1−M2

J sin2 φ−MJ cosφ

)
exp

[
i
(
ωrϕ(k̄?x + δk̄x)− 3

4
π
) ]

(1−M2
J )(1−M2

J sin2 φ)n̄?η((n̄
?
η)

2 − (k̄?x)
2)1/4

,

(2.18)

where n̄?η = 1 − k̄?xMη . Thus, the amplitude becomes peaked when (n̄?η)
2 − (k̄?x)

2 = 0,
beyond which acoustic rays cannot propagate, referred to as the ‘zone of silence’ (see
Appendix B). Likewise, the three-dimensional case can be derived as follows:

Ĝ
DR,high
(3) (r, θ, φ | ω, 0, η, 0)

≈ −1

4πr

√
sin θ| sinφ|

[√
1−M2

J (cos2 θ + sin2 θ sin2 φ)−MJ sin θ cosφ

]
(1−M2

J )
[
1−M2

J (cos2 θ + sin2 θ sin2 φ)
]5/4

×exp[iωrϕ(k̄?x + δk̄x, k̄
?
z + δk̄z)]

n̄?η((n̄
?
η)

2 − (k̄?x)
2 − (k̄?z )

2)1/4
. (2.19)

Here, the leading terms of k̄?x and k̄?z are given by (2.11) and (2.12), respectively.

2.3. Low-frequency Green’s function for refracted arrival waves

Supposing that M1 > M2 and a point source is located beneath a mixing layer (see
figure 2 again), then there exist regions on the upper side downstream and the lower
side upstream which direct waves cannot reach, referred to as the zone (or cone) of
silence. Friedland & Pierce (1969) proved that general plane waves, called refracted
arrival waves (or often called lateral waves, head waves, and so on), propagate in
the zone of silence: instead of direct waves being evanescent, the disturbances on
the opposite side of the mixing layer invoke sound waves. The same phenomenon
occurs even when the source is located inside the mixing layer. To formulate such
refracted arrival waves at low frequencies, two approaches can be considered. One
is to start with the integral form of the low-frequency Green’s function described
in § 2.1 and to calculate a contour integral in taking an inverse Fourier transform.
The other approach, which is described in this section, uses the matching condition
at the interface. This method is more intuitive from a physical point of view. Both
approaches lead to an identical result.

Consider a two-dimensional mixing layer (M1 > M2), and start with the low-
frequency Green’s function (2.9). Referring to (2.8), the wavenumber in the x-direction
just beneath the mixing layer becomes

k̄�x ≡ 1

1 +M1

. (2.20)

Now, the disturbance with k̄� generates plane waves in the zone of silence on the
upper side. Hence, the solution on the upper side can be expressed in the following
form:

Ĝ
RF,low
(2) (x, y | ω, 0, η) =A(x− y

tanφ�
) exp

[
iω

(
k̄�xx+

√
(n̄�2)2 − (k̄�x)2y

)]
, (2.21)

where the superscript ‘RF ’ represents the solution for refracted arrival waves and
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n̄�2 ≡ 1− k̄�M2. Here, φ� is the ray direction of refracted arrival waves defined by

k̄�x =
1

1−M2
2

−M2 +
cosφ�√

1−M2
2 sin2 φ�

 . (2.22)

For two-dimensional plane waves, the amplitude is conserved along the ray direction
(which is not identical to the direction normal to the wave front, in general); hence,
it can be determined only by the initial position within the mixing layer (defined by
X) at which the ray starts.

The solution on the upper side (2.21) and that on the lower side (2.9) must satisfy
the jump conditions across the mixing later, which determine the amplitudeA(X). As
shown in Appendix A, a pair of jump conditions, (A 9) and (A 10), must be imposed
across the vortex sheet. However, the continuity (A 9) is automatically adjusted by
waves which are propagating just beneath the mixing layer and eventually appear as
refracted arrival waves. Therefore, the only remaining jump condition, the derivative
matching (A 10), must be satisfied as

1

(n̄�1)2

∂Ĝ
DR,low

(2)

∂y

∣∣∣∣∣−ε =
1

(n̄�2)2

∂Ĝ
RF,low

(2)

∂y

∣∣∣∣∣
+ε

. (2.23)

This yields the formula for refracted arrival waves in the low-frequency limit given as
follows (refer to Suzuki 2001 for the detailed algebraic procedure):

Ĝ
RF,low
(2) (r, φ | ω, 0, η) ≈ 1

√
2π(ωr)3/2

(
cosφ− sinφ

tanφ�

)3/2

(n̄�2)4

(n̄�1)2(n̄�η)2

×
exp

[
i

(
k̄� cosφ+

√
(n̄�2)2 − (k̄�x)2 sinφ

)
ωr − iπ/4

]
(n̄�2)2 − (k̄�x)2

. (2.24)

The expression for refracted arrival waves on the lower side can be similarly derived
by swapping the subscripts 1 and 2. This derivation provides an intuitive sense that
the disturbances on one side cause refracted arrival waves on the other side. It should
be emphasized that the amplitude falls off as r−3/2 in the x-direction; however, since
the form of the solution is general plane waves, its amplitude is constant in the ray
direction.

Refracted arrival waves in three dimensions could be similarly derived by retaining
k̄z and taking an inverse Fourier transform with respect to k̄z . In fact, this process
can be accomplished using the stationary phase method in the z-direction; however,
this derivation becomes algebraically complicated. Instead, a more physically under-
standable derivation is possible using the ray tube theory. The comparison between
the ray tube theory and the inverse Fourier transform will be used later to derive
refracted arrival wave at high-frequencies in § 2.4.

First, consider the upper half-space, and define the point at which refracted arrival
waves arise in the mixing layer as (X, 0, Z) = (R sinΘ, 0, R cosΘ). Refer to figure 3
for a schematic. The wavenumber at the zenithal angle Θ can be obtained from (2.11)
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Figure 3. Coordinate system for refracted arrival waves in three dimensions.

and (2.12) as

k̄�x =
1

1−M2
1

(
−M1 +

sinΘ√
1−M2

1 cos2 Θ

)
, (2.25)

k̄�z =
cosΘ√

1−M2
1 cos2 Θ

. (2.26)

From the point (X, 0, Z), a ray radiates in the following direction:

ẋ�(k̄�x, k̄
�
z ) ≡ dx

dτ
=
k̄�x
n̄�2

+M2, (2.27)

ẏ�(k̄�x, k̄
�
z ) ≡ dy

dτ
=

√
(n̄�2)2 − (k̄�x)2 − (k̄�z )2

n̄�2
, (2.28)

ż�(k̄�x, k̄
�
z ) ≡ dz

dτ
=
k̄�z
n̄�2
. (2.29)

Here, τ denotes the non-dimensional characteristic time scale. These formulas can
be readily derived from geometrical acoustics (e.g. Keller & Lewis 1995; Pierce
1989). Combining these expressions, an arbitrary point in the zone of silence can be
represented by (x, y, z) = (R sinΘ + ẋ�τ, ẏ�τ, R cosΘ + ż�τ).

Next, consider the change of the area ratio by calculating the Jacobian. The unit
area at an arbitrary point in the zone of silence can be computed as follows:(
∂x

∂R
× ∂x

∂Θ

)
τ

=

(
−dẏ�

dΘ
τ cosΘ,R +

dẋ�

dΘ
τ cosΘ − dż�

dΘ
τ sinΘ,

dẏ�

dΘ
τ sinΘ

)
dR dΘ.

(2.30)
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where x = (x, y, z). Here, the derivatives of the zenithal angle can be computed from

dẋ�i
dΘ

=
∂ẋ�i
∂k̄�x

dk̄�x
dΘ

+
∂ẋ�i
∂k̄�z

dk̄�z
dΘ

(i = 1, 2 or 3), (2.31)

where

dk̄�x
dΘ

=
cosΘ

(1−M2
1 cos2 Θ)3/2

, (2.32)

dk̄�z
dΘ

= − sinΘ

(1−M2
1 cos2 Θ)3/2

. (2.33)

Furthermore, the ray direction is defined by (2.27)–(2.29) namely ẋ� = (ẋ�, ẏ�, ż�),
which is independent of τ. With the Jacobian (2.30), the area ratio of the cross-section
of the ray tube can be expressed as follows:

J(R,Θ, τ)

J(R,Θ, 0)
=

∣∣∣∣( ∂x∂R × ∂x

∂Θ

)
τ

· ẋ�
∣∣∣∣∣∣∣∣( ∂x∂R × ∂x

∂Θ

)
0

· ẋ�
∣∣∣∣

=

Rẏ� −
(
ẋ�

dẏ�

dΘ
− ẏ�dẋ�

dΘ

)
τ cosΘ −

(
ẏ�

dż�

dΘ
− ż�dẏ�

dΘ

)
τ sinΘ

Rẏ�
. (2.34)

Along the ray tube, the Blokhintzev invariant (Blokhintzev 1946),

p̂2S |u+ a∇ϕ/|∇ϕ‖
(1− λu · ∇ϕ)

,

must be conserved. Here, p̂ is the acoustic pressure amplitude, S is the cross-section
area normal to the ray direction, and ϕ is the phase (ωrϕ is the non-dimensional
phase). Since the mean velocity profile is uniform in y > +ε, only the cross-section
area S changes along the ray tube. As seen in the two-dimensional case, after the
derivative matching is applied to (2.13), the final result can be formulated as

Ĝ
RF,low

(3) (r, θ, φ | ω, 0, η, 0) ≈
√
J(R,Θ, 0)

2πωR2
√
J(R,Θ, τ)

(n̄�2)4

(n̄�1)2(n̄�η)2(1−M2
1 cos2 Θ)

×
exp

[
iωr

(
k̄�x sin θ cosφ+

√
(n̄�2)2 − (k̄�x)2 − (k̄�z )2 sin θ sinφ+ k̄�z cos θ

)
+ iπ/2

]
(n̄�2)2 − (k̄�x)2 − (k̄�z )2

.

(2.35)

The decay rate of refracted arrival waves in the far field falls off as r−1/2 in the ray
direction as opposed to r−1 in the geometrical acoustic contribution. Thus, refracted
arrival waves become appreciable in the zone of silence.

2.4. High-frequency Green’s function for refracted arrival waves

As the frequency increases, the amplitude of refracted arrival waves becomes much
greater than that predicted in the low-frequency limit. To estimate such high-
frequency refracted arrival waves, one must carefully analyse their behaviour near
the turning point. For velocity and temperature profiles that approach the free-
stream exponentially, the amplitude of refracted arrival waves in the far field was
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explicitly formulated based on geometrical acoustics by Suzuki & Lele (2002). Even
if the velocity and temperature profiles do not exactly satisfy such a condition,
one can expect that estimates based on curve-fitting near the turning point should
provide reasonable results. This section only shows the resultant formulas for re-
fracted arrival waves in accordance with the current notation in the high-frequency
limit.

Assume the temperature to be constant and the free-stream Mach numbers to
be M1 > M2, and consider refracted arrival waves on the upper side downstream.
Moreover, below the mixing layer, assume that the velocity profile approaches that of
the free stream as M(y)→ M1 − ∆M eαy as y → −∞ (where ∆M and α are arbitrary
constants determined by the velocity profile). Consequently, the amplitude can be
formulated as

Ĝ
RF,high
(2) (r, φ | ω, 0, η) ≈

√
2π

2ω1/2αr3/2(cosφ− sinφ/tanφ�)3/2

n̄�2
(n̄�η)3/2

√| sinφη|
× exp[iωrϕ(k̄�x)]

((n̄�2)2 − (k̄�x)2)1/4(1 +M2
η + 2Mηk̄�x/n̄�η)1/4

, (2.36)

where k̄�x is given by (2.20) and φη is defined by

φη ≡ arctan

[
(dy/dt)η
(dx/dt)η

]
= arctan

−
√

(n̄�η)2 − (k̄�x)2

(1−M2
η )k̄
�
x +Mη

 . (2.37)

In the free stream the phase part becomes a function of ϕ ∼ k̄�x cosφ +√
(n̄�2)2 − (k̄x

�
)2 sinφ. Expression (2.36) is only valid when the source is located above

or close to the centreline of the mixing layer (roughly η > −0.5δV/λ where δV denotes
the vorticity thickness defined later). By comparing (2.36) with (2.24), the decay rates
are seen to be the same in both cases (r−3/2), and the forms of the solution are
both general plane waves. However, the proportionality of the frequency is different:
ω−3/2 in the low-frequency limit and ω−1/2 in the high-frequency limit. Thus, at high-
frequencies the amplitude tends to be higher than the prediction based on the vortex
sheet model. Note that as the effective thickness of the mixing layer increases (as α
decreases), the amplitude increases. As Suzuki & Lele (2002) reported, even when the
source is located below the mixing layer, the vortex sheet model under-estimates the
amplitude when the frequency is sufficiently high. The formula of refracted arrival
waves on the bottom side can be similarly formulated by redefining α and replacing
the subscript 2 by 1.

To derive the three-dimensional formula at high-frequencies, the ray tube theory is
applied as shown in § 2.3; however, unlike the low-frequency limit the phase matching
relations between the upper and lower sides are not apparent. Instead, we use the
fact that an inverse Fourier transform of (2.24) yields (2.35) using the stationary
phase method in the spanwise direction. As seen in (2.16), if τ � ε, the stationary
point in the high-frequency limit can be approximated by that in the low-frequency
limit. Therefore, the inverse Fourier transform in the high-frequency limit becomes
analogous to that in the low-frequency limit. Based on (2.36) retaining k̄z , the three-
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dimensional formula can be obtained as follows:

Ĝ
RF,high
(3) (r, θ, φ | ω, 0, η, 0) ≈ eiωτ

√
J(R,Θ, 0)

2π
√
J(R,Θ, τ)

∫ ∞
−∞

√
2πn̄�2

4

√
1− (k̄�z )2(1−M2

1 )

2ω1/2α(n̄�η)3/2
√

sin θη| sinφη|

× exp[iωR(k̄�x sinΘ + k̄�z cosΘ)− iωr∆ϕ]

R3/2 sin3/2 Θ((n̄�2)2 − (k̄�x)2 − (k̄�z )2)1/4(1 +M2
η + 2(Mηk̄�x/n̄�η)− (k̄�z )2/(n̄�η)2)1/4

dkz

≈
√
J(R,Θ, 0)

2αR2
√
J(R,Θ, τ)

n̄�2
(n̄�η)3/2

√
sinΘ| sinφη|(1−M2

1 cos2 Θ)

× exp[iωrϕ(k̄�x, k̄�z )]
((n̄�2)2 − (k̄�x)2 − (k̄�z )2)1/4(1 +M2

η + 2(Mηk̄�x/n̄�η)− (k̄�z )2/(n̄�η)2)
, (2.38)

where the definitions of J(R,Θ, τ), k̄x, k̄z , etc. are the same as for (2.35), ∆ϕ denotes
an arbitrary phase shift, and φη is defined by

φη ≡ arctan

[
(dy/dt)η
(dx/dt)η

]
= arctan

−
√

(n̄�η)2 − (k̄�x)2 − (k̄�z )2

(1−M2
η )k̄
�
x +Mη

 . (2.39)

Here, the stationary phase method is applied just above the mixing layer, and the
rest of the path is extended by the ray tube theory. In the free stream the phase part

becomes a function of ϕ ∼ k̄�x sin θ cosφ+
√

(n̄�2)2 − (k̄�x)2 − (k̄�z )2 sin θ sinφ+ k̄�z cos θ.

Again, the forms of the solution in the low- and high-frequency limits are similar,
but the proportionality is different: ω−1 in the low-frequency limit and no frequency
dependence in the high-frequency limit.

2.5. Instability waves

When the excitation frequency is sufficiently low, the forced response in the mixing
layer includes instability waves. Waves of this type correspond to a discrete eigenmode
whose wavenumber becomes complex and causes exponential growth. This section
describes a method, called the normal mode decomposition (Ahluwalia & Keller
1977), which predicts the amplitude of instability waves excited by a time-harmonic
source in the linear regime.

The basic procedure is described in § 2.3 of Part 2 (Suzuki & Lele 2003) to analyse
channelled waves in a boundary layer: the method developed by Salwen & Grosch
(1981) for the Orr–Sommerfeld equation is modified for inviscid compressible flows.
Since the discussion in Part 2 is presented in general terms, only the essential elements
are outlined here.

Consider an inviscid isothermal transversely sheared flow in two dimensions. One
can express the acoustic field as a superposition of the discrete and continuous modes
of the governing wave equation: in the present case the transformed third-order
convective wave operator. Here, the discrete modes are exponentially decaying in
the vertical direction and called the ‘normal modes’ in this paper. By contrast, the
continuous modes have oscillatory behaviour as y → ±∞, which are responsible for
the radiated sound waves. The mode shapes in the vertical direction are given by A(y)
for the discrete modes and B(kx, y) for the continuous modes. Using these two types
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of modes, the pressure field can be expressed as follows:

Π(2)(t, x, y)

=


e−iωt

[
N−∑
m−=1

am−Am−(y) eikxm−x +

∫ 0

−∞
B−(kx, y) eikxx dkx

]
if x < 0,

e−iωt

 N+∑
m+=1

am+
Am+

(y) eikxm+x +

∫ +∞

0

B+(kx, y) eikxx dkx

 if x > 0,

(2.40)

where Re[kxm−] < 0 and Re[kxm+
] > 0. The wavenumber is given by kx instead of

ωk̄x for later convenience, and am is the complex coefficient of the mth normal mode.
Among these eigenfunctions, the one whose imaginary part of the wavenumber causes
exponential growth needs to be extracted. When a mixing layer velocity profile has
a single inflection point, only one such mode can be found downstream; namely,
Re[kxm+

] > 0 and Im [kxm+
] < 0 in x > 0. Now, the normal modes (all Am±(y)) must

satisfy the transformed third-order convective wave operator,

LAm(y) ≡ (ω − kxmM)
d2Am

dy2
+ 2kxm

dM

dy

dAm
dy

+(ω − kxmM)[(ω − kxmM)2 − k2
xm]Am = 0, (2.41)

with the boundary conditions given by

Am → 0 as y → ±∞. (2.42)

To normalize the eigenfunctions, the adjoint operator of the convective wave equation
is defined as follows:

L†A†n(y) ≡ (ω − kxnM)
d2A†n
dy2

− 4kxn
dM

dy

dA†n
dy

+(ω − kxnM)

[
(ω − kxnM)2 − k2

xn − 3kxn(d
2M/dy2)

ω − kxnM
]
A†n = 0, (2.43)

with the boundary conditions given by

A†n → 0 as y → ±∞. (2.44)

Likewise, B(kx, y) and B†(kx, y) satisfy the convective wave operator and its adjoint
operator (2.41) and (2.43), respectively, but their boundary conditions are replaced by

dB

dy
→ ∓i

√
(ω − kxMJ)2 − k2

xB as y → ∓∞ (J = 1 or 2), (2.45)

dB†

dy
→ ∓i

√
(ω − kxMJ)2 − k2

xB
† as y → ∓∞ (J = 1 or 2). (2.46)

Using (2.41) and (2.43), the following conservation form can be derived:∫ +∞

−∞
Π†n [L(ωm, kxm)Πm] dy +

∫ +∞

−∞
Πm[L†(ωn, kxn)Π†n ] dy

=
∂

∂t

∫ +∞

−∞
Jt(Π

†
n , Πm) dy +

∂

∂x

∫ +∞

−∞
Jx(Π

†
n , Πm) dy, (2.47)

where

Πm = Am(y) e−i(ωmt−kxmx), Π†n = A†n(y) ei(ωnt−kxnx), (2.48)
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Jt(Π
†
n , Πm) = Π†n

∂2Πm

∂t2
+Πm

∂2Π†n
∂t2

− ∂Π†n
∂t

∂Πm

∂t

+3M

(
Π†n

∂2Πm

∂t ∂x
+Πm

∂2Π†n
∂t ∂x

)
+ (1− 3M2)

∂Π†n
∂x

∂Πm

∂x
−Π†n ∂

2Πm

∂y2
,

(2.49)

and

Jx(Π
†
n , Πm) = −3M

∂Π†n
∂t

∂Πm

∂t
− (1− 3M2)

(
Π†n

∂2Πm

∂t ∂x
+Πm

∂2Π†n
∂t ∂x

)
−(M −M3)

(
Π†n

∂2Πm

∂x2
+Πm

∂2Π†n
∂x2

− ∂Π†n
∂x

∂Πm

∂x

)
−MΠ†n

∂2Πm

∂y2
+ 2

dM

dy
Π†n

∂Πm

∂y
. (2.50)

Since the eigenfunctions of the discrete modes decay exponentially as y → ±∞, the
boundary terms are not explicitly written in (2.47). Note that every product, even
between a discrete mode and a continuous mode, vanishes as y → ±∞, but this
system is invalid between two continuous modes because the boundary terms remain.

As discussed in Part 2,
∫ +∞
−∞ Jx dy behaves as an ‘inner product’ in a spatial

problem, by which a bi-orthogonal system is established for discrete modes.
∫ +∞
−∞ Jt dy

shown above also behaves as an inner product in a temporal problem. Following the
procedure described in Part 2, we calculate the following inner product to determine
the coefficient an:

Jx

(
Π†n , e

−iωt

[
N+∑
m+=1

am+
Am+

eikxm+x +

∫ +∞

0

B+(kx, y) eikxx dkx

−
N−∑
m−=1

am−Am−eikxm−x −
∫ 0

−∞
B−(kx, y) eikxxdkx

])
= Jx(Π

†
n , anΠn). (2.51)

After some calculation, this yields

aIN
n =

−i (ω − kxnMη)A
†
n(η)∫ +∞

−∞
Ĵx(ω, kxn, kxn, A

†
n, An) dy

, (2.52)

where

Ĵx(ω, kxn, kxm, A
†
n, Am) =

[−3ω2M − ω(kxn + kxm)(1− 3M2)

+(k2
xn + kxnkxm + k2

xm)(M −M3)
]
A†nAm

−MA†n
d2Am

dy2
+ 2

dM

dy
A†n

dAm
dy

. (2.53)

Here, the superscript ‘IN’ stands for instability waves. It should be emphasized that
aIN
n is proportional to the value of the adjoint eigen-shape at the source position; thus,

the shape of the adjoint eigenmode indicates the receptivity to the source position.
Am(y) and A†n(y) are computed based on the initial mixing layer velocity profile of
DNS. This theoretical prediction is compared with the DNS data in § 4.3. Finally, the
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Case Figure numbers Re ≡ U∞δV /ν λ/δV A0 σp η Ro

Case A 4, 8–11 5× 103 4.0 5.× 10−3 0.0075 0. 12
Case B 5, 12–15 5× 104 1.0 5.× 10−3 0.025 0. 14
Case C 6, 16–19 5× 105 0.25 5.× 10−3 0.040 0. 20
Case D 20–28 1× 105 16.0 1.× 10−5 0.001875 0. —
Case E 23, 24 1× 105 16.0 1.× 10−5 0.001875 −0.0125 —
Case F 25, 26 2.5× 103 16.0 1.× 10−5 0.001875 0. —

Case ∆t (Nx,Ny) (∆xmax,∆ymax) (∆xmin,∆ymin)

Case A 1/640 (1200, 720) (0.0375, 0.0600) (0.00375, 0.00376)
Case B 1/320 (840, 800) (0.05, 0.05) (0.00625, 0.00632)
Case C 1/160 (1120, 1080) (0.048, 0.048) (0.016, 0.016)
Case D 1/2560 (1000, 360) (0.00938, 0.03118) (0.000938, 0.000948)
Case E 1/2560 (1000, 360) (0.00938, 0.03118) (0.000938, 0.000948)
Case F 1/2560 (1000, 360) (0.00938, 0.03118) (0.000938, 0.000948)

Table 1. Parameters for the DNS.

three-dimensional formula can be expressed as follows:

Π(3)(t, x, y, z) =
e−iωt

2π

N∑
m=1

[ ∫ +∞

−∞
am(kz)Am(y, kz)e

i[kxm(kz )x+kzz] dkz

+

∫ +∞

0

∫ +∞

−∞
B(kx, y, kz)e

i(kxx+kzz) dkz dkx

]
, (x > 0+), (2.54)

and the coefficient aINm (kz) can be similarly determined.

3. Numerical procedures
To compare the theoretical predictions with the numerical simulation, the full

Navier–Stokes equations were explicitly solved using direct numerical simulation
(DNS). For time marching, the standard fourth-order Runge–Kutta scheme was used.
For spatial differencing, the sixth-order Padé scheme (Lele 1992) was used for the
interior points. For the boundary points, lower-order (third and fourth) Padé schemes
were used (Lele 1992). The grid size, time step, etc. are shown in table 1.

To prevent spurious reflection of acoustic waves from the computational bound-
aries, a so-called ‘damping-sponge’ (Freund 1997) was used together with the non-
reflecting boundary conditions (Giles 1990). For the detailed procedures and the code
validation, refer to Suzuki (2001).

For the initial velocity field, the compressible boundary layer equation was solved
using the Illingworth–Stewartson transformation with the boundary conditions of
M1 = 0.8, ρ1 = 1 and T1 = 1 at y = −∞, and M2 = 0, ρ2 = 1 and T2 = 1 at y = ∞.
Based on this velocity profile, the initial temperature and density were computed using
the Crocco–Busemann relation. The Prandtl number was set to Pr = 0.7. The rest of
the conditions (the Reynolds number and other parameters) are also shown in table 1.
Recall that all quantities are normalized by the acoustic wavelength λ and the ambient
speed of sound a∞, unless otherwise noted. The vorticity thickness is defined by

δV =
U1 −U2

(∂U/∂y)max

∣∣∣∣
x=0

, (3.1)
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where the velocity profile was set so that ∂U/∂y takes its maximum at y = 0. Note
that the Reynolds numbers are defined based on the vorticity thickness (see table 1)
and set as high as possible, so that the viscous effect and the spreading rate of the
mixing layer were minimized (less than 1% increase of the local vorticity thickness
over a distance of the acoustic wavelength for all cases).

Based on the initial velocity profile, ray trajectories were computed using the eikonal
equation for reference. Here, the temperature variation was ignored for simplicity. By
the method of characteristics, the ODE system was integrated using the fourth-order
Runge–Kutta scheme. Refer to Suzuki (2001) for the detailed procedures. A total of
60 rays was issued in each case (every 6◦), and the minimum time step was set to
∆t = 1/300 which was exponentially stretched (2% increase for each time step).

To simulate a point source, the right-hand side of the Navier–Stokes equations
was forced. Instead of imposing a delta function as shown in (2.6), a Gaussian-
shaped source term whose narrow width limit becomes a delta function was imposed.
With fine grid spacing near the source region, spurious high frequency waves can be
suppressed. By following the derivation of the third-order convective wave equation,
it is deduced that the following forcing terms yield such a source:

∂ρ

∂t
+
∂(ρuj)

∂xj
= 0, (3.2)

∂(ρui)

∂t
+
∂(ρuiuj + pδij + τij)

∂xj
= −Ap(t)ρF(t, x1, x2)δi1, (3.3)

∂[ρ(e+ 1
2
u2
k)]

∂t
+
∂[{ρ(e+ 1

2
u2
k) + p}uj + τjkuk + qj]

∂xj
= −Ap(t)ρu1F(t, x1, x2), (3.4)

where

F(t, x1, x2) = cos(−ωt)
[
1 + erf(x1 − x1p/

√
2σ2

p)
]

2

exp[−(x2 − x2p)
2/2σ2

p]√
2πσ2

p

(3.5)

and (x1p, x2p) denotes the centre of the source. Assuming that |∂u1/∂x1|, |∂u2/∂x1| �
|∂u1/∂x2|, these source terms correspond to the following equation:

D

Dt

[
D2Π

Dt2
− ∂

∂xj

(
a2 ∂Π

∂xj

)]
+ 2

∂uk

∂xj

∂

∂xk

(
a2 ∂Π

∂xj

)

=
D

Dt

Ap(t)
exp

[
−

2∑
j=1

(xj − xjp)2

2σ2
p

]
2πσ2

p

cos(−ωt)

 . (3.6)

Therefore, in the limit σP → 0, the right-hand side of (3.6) becomes a delta function,
namely (D/Dt)[Apδ(x − xp) cos(−ωt)]. In the computations, the coefficient Ap was
set to Ap(t) = 1

2
A0[1 + erf((t− t1)/σt)], so that the effects of spurious high-frequency

waves and spurious instability waves can be lessened. Here, σt = π/ω and t1 = 2π/ω.
The rest of the parameters for the forcing terms are shown in table 1.

To measure the directivity of pressure amplitude for direct waves, 120 observer
points were distributed nearly every 3◦ on a circle centred at the source location with
a radius of approximately Ro. They were located on the grid points of the DNS, and
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Case Observer position in y Correction: ∆X1, ∆X2 α1, α2

Case A ∓1.0λ −0.3λ, 0.9λ 72.0λ, 12.0λ
Case B ∓1.0λ −0.4λ, 1.3λ 11.0λ, 3.0λ
Case C ∓2.0λ −0.4λ, 4.0λ 1.75λ, 0.75λ

Table 2. Parameters for the comparison of refracted arrival waves. The subscripts 1 and 2 denote the
lower and the upper sides, respectively. The position corrections are defined by ∆X ≡ r sinφ/ tanφ�
in (2.36).
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Figure 4. Asymptotic behaviour of the velocity profiles in Case A. The velocity deviation from the
free-stream is shown in log-scale: ——, velocity profile solved using DNS; – – –, the exponential
factor α adopted to calculate the high-frequency limit of refracted arrival waves.
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Figure 5. Asymptotic behaviour of the velocity profiles in Case B. Notation is the same as figure 4.

the position errors defined by |Ro −√(x1 − x1p)2 + (x2 − x2p)2| (∼ O(
√

∆x2 + ∆y2))
were corrected in the data processing. At these points, pressure profiles were recorded
during two time periods of the forcing frequency. Subsequently, the pressure profile
at each point was transformed into the frequency domain, and only the quantities at
the forcing frequency were evaluated. To measure the amplitude profiles of refracted
arrival waves, observer points were distributed upstream just below the mixing layer
and downstream just above the mixing layer, and the same data-processing method
was used. Correction for the curved arc-length between the centreline of the mixing
layer and the observer position was evaluated based on the ray trajectories. To
compare the theoretical prediction with the DNS result, the velocity profile exponent
α in (2.36) was estimated from the DNS flow data using curve-fitting (see figures
4–6). The observer positions, their correction based on the ray trajectories, and the
values of α are all tabulated in table 2. Since the Reynolds numbers of the numerical
simulations were set to be sufficiently high, the correction for the viscous dissipation
was not included. Similarly, to compare the eigenmode shapes and the magnitude of
instability waves, observer points were distributed downstream of the source and the
pressure data were taken during one time period of the forcing frequency.

To calculate the eigenmode shapes of instability waves, the following Riccati forms
of the convective wave operator and its adjoint operator were solved using the
standard fourth-order Runge–Kutta scheme based on the velocity profile obtained
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Figure 6. Asymptotic behaviour of the velocity profiles in Case C. Notation is the same as figure 4.

from DNS at x = 0:

dQ

dy
+

(
Q+

2kx dM/dy

ω − kxM
)
Q+ (n2 − k2

x) = 0, (3.7)

and
dQ†

dy
+

(
Q† − 4kx dM/dy

ω − kxM
)
Q† +

(
n2 − k2

x − 3kx d2M/dy2

ω − kxM
)

= 0, (3.8)

with the boundary conditions given by

Q(∓∞) = ∓
√
n2
J − k2

x (J = 1 or 2), (3.9)

and

Q†(∓∞) = ∓
√
n2
J − k2

x (J = 1 or 2), (3.10)

where Q(y) = A′(y)/A(y) and Q†(y) = A†′(y)/A†(y). Equations (3.7) and (3.8) were
both integrated from y = ±ymax to the inflection point by a shooting method, and the
complex wavenumbers kxm were computed using the Newton–Raphson method. To
compute the inner products (2.53), the trapezoidal rule (second order) was used, and
the width of the source in the y-direction was taken into account in the numerical
integration.

4. Results and discussion
A total of six DNS cases was computed. The first three (Cases A–C) were simulated

to study the frequency dependence of sound waves, and the rest (Cases D–F) were
simulated to study the receptivity of instability waves. Note that the forcing frequencies
in (Cases A–C) are neutrally stable, while the frequency in Cases D–F is close to
the most unstable frequency (see figure 7). Parameters of each case are tabulated in
table 1.

4.1. Overall sound radiation patterns and direct waves

In the following, the instantaneous pressure contours, the ray trajectories, the cor-
responding pressure amplitudes in polar plots, and the pressure amplitude profiles
of refracted arrival waves are presented. In the polar plots the results of DNS are
compared with the low- and high-frequency asymptotes of both direct and refracted
arrival waves. For refracted arrival waves the pressure profiles from DNS are com-
pared with frequency asymptotes both just above and below the mixing layer.

Figures 8–11 represent the low-frequency case (Case A, see table 1). Figure 8 shows
that the pressure field becomes peaked toward the critical angles defined by the
high-frequency limit on both lower and upper sides. In addition, on the lower side
one can see direct waves propagating beyond the critical angle as predicted in the
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Figure 7. Frequency range of DNS. Dispersion relation for an inviscid mixing layer (M1 = 0.8
and M2 = 0) is shown. The spatial problem is solved based on the linear stability analysis.

low-frequency limit. These waves apparently have opposite phase on either side of
the critical angle, and they rapidly decay upstream. In the zone of silence, refracted
arrival waves appear in the form of general plane waves.

The numerical artifacts excite strong instability waves from the inflow and the
source location, and they disturb direct waves and refracted arrival waves, particularly
in x > 0. Although the polar plot (figure 10) also includes the disturbances due to
these instability waves downstream, it clearly shows the correspondence between
the numerical results and the asymptotic theories: figure 10 demonstrates that the
directivity of direct waves solved by DNS is similar to the high-frequency limit.
Although the ratio of the wavelength to the vorticity thickness is λ/δV = 4.0, this
is reduced by a factor of 2π when differentiating the acoustic disturbance. Thus, the
actual ratio may become much smaller, and the directivity of direct waves is close
to the high-frequency limit. This result confirms some previous studies (Balsa 1976;
Tester & Morfey 1976) in which the high-frequency limit and experiments generally
agree when the Helmholtz number is close to or less than unity. By contrast, refracted
arrival waves solved using DNS agree well with the low-frequency limit. Since the
effective wavenumber in the vertical direction becomes smaller near the zone of
silence, one can expect that the refracted arrival waves in Case A approach the
low-frequency limit more easily than the direct waves do.

Figures 12–15 represent the intermediate frequency case (Case B, see table 1).
Figure 12 shows a radiation pattern fairly similar to Case A (see figure 8); however,
direct waves beyond the critical angle become negligible, and the relative strength
of refracted arrival waves increases. Notice that at the interfaces between the direct
waves and the refracted arrival waves, there is a phase discontinuity, which can be
deduced from the asymptotic theories. Figure 14 also shows good agreement between
the DNS result and the high-frequency limit. Although the computational domain
may not be large enough to compare with the far-field asymptotes (see figure 12),
one can expect that the angles of the radiation peak in the DNS become closer to
the theoretical predictions as the computational domain is extended.
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Figure 8. Pressure field at low-frequency, Case A (λ/δV = 4.0). Instantaneous pressure contours
at time t ≈ 14 are shown. Contour level: 0.998p∞ ∼ 1.002p∞ with intervals of 2.5× 10−4p∞. Peak
angles based on the asymptotic theories: – – –, low-frequency limit (identical to the ray directions
of refracted arrival waves); ——, high-frequency limit; ©, the points where the data were taken (at
Ro ≈ 12λ) to evaluate the pressure amplitude (figures 10 and 11). The shaded region depicts the
sponge boundary.
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Figure 9. Ray trajectories at low-frequency, Case A. The eikonal equation was solved based on
the initial velocity profile. The temperature variation was ignored. In total, 60 rays were solved at
every 6◦.
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Figure 10. Pressure amplitude directivity at low-frequency, Case A. Pressure amplitude normalized

by
√
Ro (observer position Ro ≈ 12λ) is shown in polar plots: – – –, low-frequency limit of direct

waves; ——, high-frequency limit of direct waves; – · – · –, low-frequency limit of refracted arrival
waves; · · · · · ·, high-frequency limit of refracted arrival waves; ©, DNS result corresponding to
figure 8. (Pressure histories were recorded at 120 observer points after t = 15 on the lower side and
t = 14 on the upper side.)
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Figure 11. Pressure amplitude profiles of refracted arrival waves at low-frequency, Case A. Pressure
amplitude profiles along the mixing layer (at y = −1.02 on the left-hand side and y = +1.02 on
the right-hand side) are plotted: – – –, low-frequency limit of refracted arrival waves; ——, high
frequency limit of refracted arrival waves; ©, DNS result corresponding to figure 8 was processed
after t = 12.5 on the left-hand side and t = 9.5 on the right-hand side.
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Figure 12. Pressure field at intermediate frequency, Case B (λ/δV = 1.0). Instantaneous pressure
contours at time t ≈ 20 are shown. Contour levels and notation are the same as figure 8. The data
were recorded at Ro ≈ 14λ to evaluate the pressure amplitude (figures 14 and 15).
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Figure 13. Ray trajectories at intermediate frequency, Case B.
The procedure is the same as figure 9.
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Figure 14. Pressure amplitude directivity at intermediate frequency, Case B. Pressure amplitude

normalized by
√
Ro (observer position Ro ≈ 14λ) is shown in polar plots. Notation is the same as

figure 10. Pressure histories were recorded after time t = 26 on the lower side and t = 20 on the
upper side.
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Figure 15. Pressure amplitude profiles of refracted arrival waves at intermediate frequency, Case B.
Pressure amplitude profiles along the mixing layer (at y = −1.01 on the left-hand side and y = +1.01
on the right-hand side) are plotted: notation is the same as figure 11. DNS result corresponding to
figure 12 was processed after t = 18.5 on the left-hand side and t = 16.5 on the right-hand side.
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Figure 16. Pressure field at high-frequency, Case C (λ/δV = 0.25). Instantaneous pressure contours
at time t ≈ 28 are shown. Contour levels and notation are the same as figure 8. The data were
recorded at Ro ≈ 20λ to evaluate the pressure amplitude (figures 18 and 19).

Figures 16–19 represent the high-frequency case (Case C, see table 1). At high-
frequencies the analysis based on geometrical acoustics is very useful. Referring to
figures 16 and 17, one can readily see that the rays are focusing toward the critical
angle, in which the pressure amplitude increases according to the ray tube theory.
In the zone of silence, the distance between the rays becomes very large, and the
angles of the rays are almost parallel to the critical angle; thus, refracted arrival
waves appear in the form of general plane waves. Although their amplitude falls off
faster in the flow direction (x−3/2 in two dimensions) than that of direct waves (x−1/2),
it is preserved in the ray direction. The series of figures 8, 12 and 16 shows that
the relative strength of refracted arrival waves increases as the frequency becomes
higher. Figure 17 shows that the overall radiation pattern, including refracted arrival
waves, approaches the high-frequency limit although the computational domain is
not sufficiently large.

4.2. Refracted arrival waves

The series of figures 11, 15 and 19 compares the pressure amplitude of refracted arrival
waves at three different frequencies. In Cases A and B the transient disturbances due
to the initial source excitation cause instability waves; consequently, they disturb
the amplitude profiles. Nevertheless, one can observe general trends of the frequency
response from these DNS results. Case A shows very good agreement with the low-
frequency limit. As the frequency increases (Case B), the pressure amplitude in the
DNS on the upstream side shifts from the low- to the high-frequency limit although
that on the downstream side still follows the low-frequency limit. Finally, Case C
shows that the profile on the downstream side follows the high-frequency limit, and
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Figure 17. Ray trajectories at high-frequency, Case C. The procedure is the same as figure 9.

that on the upstream side also approaches the high-frequency limit. Thus, the pressure
profile of refracted arrival waves tends to shift from the low- to high-frequency limit
as the source frequency increases. It is important to remember that their amplitude
in the high-frequency limit exceeds that in the low-frequency limit as the source
frequency increases. Based on these DNS results, one can conclude that the acoustic
field is predictable using geometrical acoustics when the source frequency corresponds
to λ/δV . 1.

In addition, these results strongly suggest that the sound pressure levels in the
zone of silence should be evaluated based on refracted arrival waves instead of the
extension of direct waves. Many previous studies (such as Balsa 1976; Tester &
Morfey 1976; Goldstein 1982) extended the analysis for direct waves in this zone:
they treated the solutions as evanescent waves inside the turning point. However, the
DNS results demonstrate that the form of the solution in the zone of silence appears
to be general plane waves, particularly at high frequencies.

Note that since the actual velocity profiles of the DNS do not perfectly follow
the exponential form (M(y) ∼ e±αy), especially in y < 0 (see figures 4–6), the estimate
based on the high-frequency limit downstream may not be very accurate. Moreover,
the limited size of the computational domain and the steep curvature of the rays
might cause some deviation from the asymptotic theories.

It should be emphasized that the analytical expressions for refracted arrival waves
are strictly restricted to the parallel mean flow assumption. As discussed by Suzuki &
Lele (2002), a 5% spreading rate of the mixing layer increases the pressure amplitude
several times larger than a parallel mixing layer. As discussed by Khavaran & Krejsa
(1994) and Tam & Auriault (1998), it might not be appropriate to assume the
mean flow to be locally parallel for jets with a large spreading rate. Nonetheless,
the distinction between the low- and high-frequency asymptotic expressions should
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Figure 18. Pressure amplitude directivity at high-frequency, Case C. Pressure amplitude normalized

by
√
Ro (observer position Ro ≈ 20λ) is shown in polar plots. Notation is the same as figure 10.

Pressure histories were recorded after time t = 41 on the lower side and t = 38 on the upper side.
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Figure 19. Pressure amplitude profiles of refracted arrival waves at high-frequency, Case C. Pressure
amplitude profiles along the mixing layer (at y = −2.00 on the left-hand side and y = +2.00 on
the right-hand side) are plotted: notation is the same as figure 11. DNS result corresponding to
figure 16 was processed after t = 28 on both sides.
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Figure 20. Pressure field at very low-frequency, Case D (λ/δV = 16.0). Instantaneous pressure
contours at time t ≈ 3 are shown. Contour levels are the same as figure 8.

improve the prediction of sound pressure levels of refracted arrival waves from
subsonic jets.

4.3. Instability waves

Finally, to compare the eigenmode shapes and the magnitude of instability waves, a
very low-frequency source (λ/δV = 16.0) was forced, a frequency slightly higher than
that of the most unstable eigenmode (see figure 7). Note that in these simulations,
only a single unstable mode exists at the given frequency, and this mode completely
overcomes the sound waves (see figure 20).

To understand the overall picture, first observe the eigenmode shapes of the third-
order convective wave operator and its adjoint operator. Figure 21 depicts the velocity
profile and its derivatives in the vertical direction, and figure 22 plots both eigenmode
shapes and the source size of DNS. Figure 22 shows that the eigenmode shape of the
adjoint operator has a very sharp peak. One can understand this feature from the local
exponents (complex wavenumbers) of the eigen-shapes by noting the sign change of
the second term inside the parentheses in (3.7) and (3.8). The narrow peak suggests
that the receptivity of instability waves strongly depends on the source position in the
inviscid limit (see (2.52)). Moreover, the gradient of the adjoint eigenmode shape is of
O(101) × max |A†|/δV . Therefore, when the Reynolds number decreases, the viscous
term becomes effective, which may be O(104)/Re × (max |A†|/δV )4. Remember that
the viscous term of the Orr–Sommerfeld equation has a fourth-derivative term. This
indicates that the viscous effect should broaden the peak of the adjoint eigenmode
shape and cause the receptivity to be less sensitive to the source position. These
hypotheses are verified based on the DNS results described below.

Figures 23 and 24 compare the theoretical predictions and the DNS results in terms
of the pressure magnitude of instability waves for two different source positions. As
described in § 2.5, multiple discrete modes may exist (see (2.40)); however, only
the unstable mode becomes dominant downstream. In the near field the magnitude
observed in the DNS does not agree with the theoretical prediction (see figure 23).
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Figure 21. Mean velocity and its first- and second-derivative profiles. Data were taken from DNS,
Case D: ——, M(y); – – –, dM(y)/dy; and – · – · –, d2M(y)/dy2.
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Figure 22. Comparison of the eigenmode shapes. The eigenmode shapes and the source size for
Case D are plotted: ——, A(y) (regular); – – –, A†(y) (adjoint); ©, source size corresponding to the
grid points of DNS (F , see equation (3.5)). All maximum values are normalized as unity.

Moreover, far downstream (x & 15) instability waves have not yet reached stationary
levels; thus, the magnitude deviates again downstream. But, in the middle range the
agreement between the theoretical and numerical results is satisfactory. Figure 24
depicts the eigenmode shapes in the transverse direction. Although, Case D shows
slightly lower magnitude (∼ 10% lower), the theory predicts the eigenmode shape
and its magnitude quite well. Figure 24 also demonstrates that by slightly shifting
the source position downward (η = −0.2× δV/λ), the magnitude of instability waves
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absolute values of the pressure fluctuation at the centreline (y = 0) are plotted. The DNS data were
processed during t ∈ [3.0, 4.0). Theoretical predictions: ——, η = 0.; – – –, η = −0.20 (×δV /λ). DNS
results: ©, η = 0. (Case D); •, η = −0.20 (× δV /λ) (Case E).
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Figure 24. Eigenmode shapes of instability waves for different source position cases. The absolute
values of the pressure fluctuation at x = 12.24 (×δV /λ) are plotted. Notation is the same as figure 23.

is reduced to about one-third. Thus, the receptivity is very sensitive to the source
position in the inviscid limit. In fact, the characteristics of the adjoint eigenmode
shape are fairly close to figure 8 of Balsa (1988). He calculated the receptivity for a
piecewise-constant velocity profile and found an asymmetric mode shape; however,
this approach requires taking an inverse Fourier transform at each source location.
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Figure 25. Pressure amplitude profiles of instability waves at different Reynolds numbers. The
absolute values of the pressure fluctuation at the centreline (y = 0) are plotted. The DNS data
were processed during t ∈ [3.0, 4.0). Theoretical predictions: ——, Re = 105; · · · · · ·, Re = 2.5× 103

(they almost overlap, the deviation is due to different spreading rates). DNS results: ©, Re = 105

(Case D); �, Re = 2.5× 103 (Case F).
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Figure 26. Eigenmode shapes of instability waves at different Reynolds numbers. The absolute
values of the pressure fluctuation at x = 12.24 (×δV /λ) are plotted. Notation is the same as figure 25.

Similarly, figures 25 and 26 compare the inviscid theory and the DNS results at two
different Reynolds numbers. As described before, the viscous effect should broaden
the sharp peak of the adjoint eigenmode shape. In fact, these two figures demonstrate
that the growth rate and the eigenmode shape are preserved, but the magnitude in
the lower Reynolds number case (Re = 2.5× 103, Case F) is considerably lower than
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Figure 27. Pressure amplitude profiles of instability waves in different time intervals. The absolute
values of the pressure fluctuation at the centreline (y = 0) are plotted: ——, theoretical prediction;
the DNS results (Case D), +, t ∈ [2.25, 3.25); ∗, t ∈ [2.625, 3.625); and ©, t ∈ [3.0, 4.0).
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Figure 28. Eigenmode shapes of instability waves in different time intervals. The absolute values
of the pressure fluctuation at x = 12.24 (×δV /λ) are plotted. Notation is the same as figure 27.

(by about 70%) the theoretical prediction, as expected. It should be noted that sound
wave responses, direct waves and refracted arrival waves, are less sensitive to the
Reynolds number.

Strictly speaking, the numerical simulations presented here may require some
further grid refinements. A mixing layer at the Reynolds number of O(105) produces
very intense vortices with strong braid regions in between them. The resolution in the
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current DNS might be insufficient to resolve these regions. Therefore, the pressure
amplitude profiles were taken during time intervals before the instability waves reached
the end of the computational domain. Figures 27 and 28 show the magnitudes of
instability waves and their eigenmode shapes processed during different time intervals.
This time evolution of growing instability waves confirms that the DNS results at
x = 12.24× δV/λ (at which the eigenmode shapes were plotted) are sufficiently close
to the converged solutions.

5. Conclusions
In this study, three types of waves – direct waves, refracted arrival waves, and insta-

bility waves – generated by a time-harmonic point source in an isothermal transversely
sheared mixing layer are analytically formulated, and these theoretical predictions are
compared with DNS at various frequencies.

For the direct waves, the derivation of the low- and high-frequency asymptotic
Green’s functions are revisited. It is found that the high-frequency Green’s function
agrees reasonably well with the DNS in all the cases although the low frequency case
(λ/δV = 4.0) in DNS indicates some features predicted in the low-frequency limit.
Therefore, one can expect that the high-frequency limit is generally more applicable
to estimate the sound pressure levels for broad-band jet noise. To realize the radiation
pattern of the low-frequency limit, the forcing frequency needs to be further decreased.

Similarly, for refracted arrival waves the low- and high-frequency asymptotic
Green’s functions are derived, and they are compared with DNS. The DNS re-
sults at different frequencies are found to follow the corresponding frequency limits.
This analysis confirms that plane-wave-type sound can propagate in the zone of si-
lence even in subsonic flows; however, the amplitude of these waves is quite sensitive
to the velocity profile.

In addition, a method to predict instability waves is developed for the receptivity
problem. To determine the magnitude, the normal mode decomposition is used with
the adjoint convective wave operator and the corresponding inner product. In the
comparison with DNS, the magnitude, the growth rate, and the eigenmode shapes are
all well-predicted in the inviscid limit. The shape of the adjoint eigenfunction indicates
that the receptivity is fairly sensitive to the source position and the Reynolds number,
which is verified using DNS. This approach helps analyse the disturbance levels of
instability waves under different conditions of mixing flows.

It should be mentioned that the analyses of this paper are based on laminar parallel
mixing layer profiles. However, the asymptotic formulas of low- and high-frequency
direct waves are independent of the mean velocity profile in the vertical direction
as long as the free-stream velocities are the same. Therefore, the formulas derived
here are expected to be valid even for turbulent velocity profiles as long as the
turbulent length scale is sufficiently smaller than the acoustic wavelength and the
mean flow field can be reasonably approximated as a parallel flow. Of course, in
regions where the mean velocity profiles are significantly distorted, such as the end
of the potential core of jets, the parallel mean flow assumption fails. Moreover, when
the acoustic wavelength is comparable to the turbulent length scales, such as the
eddy scale, significant sound scattering should occur. These effects are ignored in
the present analyses. For instability waves, the location of the peak in an adjoint
eigenmode shape could be fairly sensitive to the velocity profile. On the other hand,
the mean velocity profiles of turbulent mixing layers are often reasonably well fitted
by a simple analytic function. Studies aiming to elucidate the effects of shear-layer
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spreading and scattering associated with turbulence would require simulations of more
realistic turbulent flows, which are computationally more demanding. Nonetheless,
the present work should be of interest in studies of aero-acoustic problems involving
mixing layers and jet flows.
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Appendix A. Derivation for the low-frequency limit
To derive the solution in the low-frequency limit (2.5), an asymptotic matching is

used, which is actually analogous to the vortex sheet approximation. In the inner
region, the coefficient of the second term of (2.4), n̄′/n̄, becomes O(1/ε), and Ĝ′′, Ĝ′,
and Ĝ may become O(1/ε2), O(1/ε), and O(1), or smaller than these, respectively

(as seen later, because the jump condition for Ĝ does not allow a discontinuity for
monopole sources, Ĝ′′ and Ĝ′ are actually O(1/ε) and O(1), respectively). From this
order analysis, in the region −ε < y < η− and η+ < y < +ε, (2.4) can be approximated
by

∂2Ĝ(1)

∂y2
− 2

n̄′

n̄

∂Ĝ(1)

∂y
= n̄2 ∂

∂y

(
1

n̄2

∂Ĝ(1)

∂y

)
= 0. (A 1)

Therefore, the quantity (1/n̄2)(∂Ĝ(1)/∂y) is constant in the inner region, except across
the source position, y = η. Accordingly, the derivative conditions in the inner region
become

1

n̄−ε2

∂Ĝ(1)

∂y

∣∣∣∣∣−ε =
1

n̄η
2

∂Ĝ(1)

∂y

∣∣∣∣∣
η−

, (A 2)

1

n̄+ε
2

∂Ĝ(1)

∂y

∣∣∣∣∣
+ε

=
1

n̄2
η

∂Ĝ(1)

∂y

∣∣∣∣∣
η+

. (A 3)

Here, the subscripts denote the position in the y-coordinate. These relations are simply
a vortex sheet (shown in (A 9) and (A 10) later).

To derive the jump conditions across the source position, first integrate (2.4) from
η− to η+ (take the zeroth-order moment):∫ η+

η−
n̄2 ∂

∂y

(
1

n̄2

∂Ĝ(1)

∂y

)
dy +

∫ η+

η−
ω2(n̄2 − k̄2

)Ĝ(1)dy =

∫ η+

η−
δ(y − η) dy. (A 4)

Here, the second term of (A 4) vanishes because it is O(|η+− η−|), which is essentially
zero. Integrating (A 4) by parts yields(

∂Ĝ(1)

∂y

∣∣∣∣∣
η+

− ∂Ĝ(1)

∂y

∣∣∣∣∣
η−

)
− 2n̄′η

n̄η

(
Ĝ(1)|η+

− Ĝ(1)|η−
)

= 1. (A 5)

Next, multiply (2.4) by y and integrate it in the same interval (take the first-order
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moment). Integrating it by parts yields

η

∂Ĝ(1)

∂y

∣∣∣∣∣
η+

+
∂Ĝ(1)

∂y

∣∣∣∣∣
η−

− 2n̄′η
n̄η

(
Ĝ(1)|η+

− Ĝ(1)|η−
)− (Ĝ(1)|η+

− Ĝ(1)|η−
)

= η.

(A 6)

Combining (A 5) and (A 6), the jump conditions across the source can be obtained as
follows:

Ĝ(1)|η+
− Ĝ(1)|η− = 0, (A 7)

∂Ĝ(1)

∂y

∣∣∣∣∣
η+

− ∂Ĝ(1)

∂y

∣∣∣∣∣
η−

= 1. (A 8)

Thus, in the low-frequency limit Ĝ(1)(y) does not allow discontinuity across the source,
but its derivative does. Note that, referring to (A 7) and (A 1), the jump conditions
equivalent to a vortex sheet can be expressed as follows:

Ĝ|2 − Ĝ|1 = 0, (A 9)

1

n̄2
2

∂Ĝ

∂y

∣∣∣∣∣
2

− 1

n̄2
1

∂Ĝ

∂y

∣∣∣∣∣
1

= 0, (A 10)

where the subscripts 1 and 2 denote the lower and the upper sides, respectively.
Now, substituting (A 2) and (A 3) into (A 8) gives

n̄2
η

(
1

n̄2
+ε

∂Ĝ(1)

∂y

∣∣∣∣∣
+ε

− 1

n̄2−ε

∂Ĝ(1)

∂y

∣∣∣∣∣−ε
)

= 1. (A 11)

On the other hand, in the outer region the second term of (2.4) vanishes. Here,
specify the velocities in the far fields on both sides as follows: M(−∞) = M1 and
M(+∞) = M2 (see figure 2). Likewise, define n̄1 ≡ 1 − k̄M1 and n̄2 ≡ 1 − k̄M2.
Consequently, the outer solution can be expressed as follows:

Ĝ(1)(y) ≈

Ã1 exp(−iω

√
n̄2

1 − k̄2
y) if y 6 −ε,

Ã2 exp(iω

√
n̄2

2 − k̄2
y) if y > +ε.

(A 12)

Note that arbitrary phase variation is included in complex coefficients ÃJ (J = 1, 2),
which are O(1). From (A 12), the inner solution must satisfy the following conditions
to match the outer solution at y = ±ε:

∂Ĝ(1)

∂y

∣∣∣∣∣−ε = −iω

√
n̄2

1 − k̄2
Ĝ(1)

∣∣∣∣∣−ε, (A 13)

∂Ĝ(1)

∂y

∣∣∣∣∣
+ε

= iω

√
n̄2

2 − k̄2
Ĝ(1)

∣∣∣∣∣
+ε

. (A 14)

Here, (A 13) and (A 14) show that Ĝ|−ε, (∂Ĝ/∂y|−ε), Ĝ|+ε, and (∂Ĝ/∂y|+ε) are all O(1).

In addition, (A 7) and (A 8) guarantee that (∂Ĝ/∂y|η−) and (∂Ĝ/∂y|η+
) are also both
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O(1). Combining them with (A 11), one can conclude

Ĝ(1)|+ε − Ĝ(1)|−ε = O(ε). (A 15)

Hence, (A 15) gives Ã1 = Ã2 in (A 12) at the leading order. Knowing this and
combining (A 11), (A 13) and (A 14), one can derive the solution in the low-frequency
limit (2.5).

Appendix B. Critical angles in the low- and high-frequency limits
As discussed in §§ 2.1 and 2.2, the amplitudes of both low- and high-frequency

limits become peaked when one of the terms in the denominator vanishes. In the
low-frequency limit this occurs when (n̄?J)

2 − (k̄?)2 = 0 (J takes 1 or 2 on the upper
or the lower side, respectively) in two dimensions, while in the high-frequency limit it
occurs when (n̄?η)

2 − (k̄?)2 = 0. Using (2.8), the peak angle can be calculated as

φ
peak
J = ∓ arcsin

[√
1− F(MJ, k̄?)

1−M2
JF(MJ, k̄?)

]
, (B 1)

where

F(MJ, k̄
?) = [(1−M2

J )k̄
? +MJ]

2, (B 2)

and it is assumed the velocity at the source position is equal to or smaller than
the faster free-stream velocity (max(M1,M2)). Here, in the low-frequency limit k̄? =
1/(M2 − 1) on the lower side and k̄? = 1/(M1 + 1) on the upper side, while in the
high-frequency limit k̄? = 1/(Mη ∓ 1), on the lower and upper sides, respectively.

Appendix C. Jump conditions in the high-frequency limit
To derive the solution (2.15), Goldstein (1982) applied the method developed by

Avila & Keller (1963) to the transformed third-order convective wave equation (2.14).
This derivation is reviewed here. Start with (2.14) in the high-frequency limit as

∂2Ĝ•(1)

∂y2
+ ω2[n̄2(y)− k̄2

]Ĝ•(1) =
δ(y − η)

n̄
. (C 1)

Assuming the form of the solution to be Ĝ•,high(1) (y) ≡ A(y)eiωrϕ(y), substitute it into
(C 1). The leading terms of ω yields

ϕ′(y) = ±
√
n̄2(y)− k̄2

. (C 2)

Likewise, the second leading terms consist of

iω[2ϕ′(y)A′(y) + ϕ′′(y)A(y)] =
δ(y − η)

n̄η
. (C 3)

Now, expand the amplitude part as A(y) ∼ ∑∞
j=0 Aj(y)/(iω)j with A0(y) ≡ 0. After

some calculation, the leading term of (C 3) becomes

(ϕ′(y)A2
1(y))′ =

A1(η)δ(y − η)

n̄η
. (C 4)
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Therefore, two jump conditions across the source can be obtained from (C 2) and
(C 4) as follows:

[ϕ′(η)]η+
y=η− = 2

√
n̄2
η − k̄2, (C 5)

[ϕ′(η)]η+
y=η−A1(η) =

1

n̄η
. (C 6)

Combining (C 5) and (C 6), the amplitude at the source position can be calculated as

A1(η) =
1

2n̄η

√
n̄2
η − k̄2

. (C 7)

Furthermore, (C 4) indicates that (ϕ′A2
1) is conserved, except at the source position.

Hence, the amplitude of the outer solution becomes

A1(y) =
(n̄2
η − k̄2)1/4

(n̄2(y)− k̄2)1/4
A1(η). (C 8)

Substituting (C 2), (C 7) and (C 8) into the original geometrical expansion, the asymp-
totic solution for Ĝhigh(1) yields (2.15) since Ĝ•(1) = Ĝ(1)/n̄(y).
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